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Abstract— The question of description of encoding and decoding on the base Meggit’s theorem of binary cyclic codes in class sequential machines is considered. Formulas for the description of the logical of detection and correction of mistakes in cyclic of superfluous codes are thus offered.
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I. INTRODUCTION

Let the set $B$ is a cyclic code $[1, 2]$ in length $n$ over the Galois field $(\text{GF})$ and the code words have the form $n$-dimensional vectors $c = (c_0, c_1, ..., c_{n-1})$.

Let $g(x) = g_{n-k}x^{n-k} + ... + g_1x + g_0$ is generator polynomial of the code $B$. Polynomial $g(x)$ is a divisor of the polynomial $1 + nx$ and the code $B$ consists of all the product of the polynomial $g(x)$ by polynomials on degree at most $k-1$ [1]. Each vector can be represented by $x$ a polynomial in the form

$$c(x) = c_{n-1}x^{n-1} + ... + c_1x + c_0.$$ Let’s

$$B(x) = \{c(x) = c_{n-1}x^{n-1} + ... + c_1x + c_0 | c_0, ..., c_{n-1} \in B\}.$$ Set $B(x)$ have the structure of the sub ring of ring $(\text{GF})[x]/(x^n + 1)$ [1], where are defined the operations of addition and multiplication by $\text{mod}(x^n + 1)$ follows:

$$p_1(x) \cdot p_2(x) = R_{x^1} [p_1(x) \cdot p_2(x)] \quad (1)$$

This record $R_{x^1} [p_1(x) \cdot p_2(x)]$ is the remainder obtained by dividing the product $p_1(x)$ and $p_2(x)$ in the ring $(\text{GF})[x]$ by a polynomial $x^n + 1$, i.e. product on the left side of (1) is a product by $\text{mod}(x^n + 1)$ . Clearly, the cyclic shift can be written down as follows:

$$c'(x) = x \cdot c(x) = R_{x^1} [x \cdot c(x)].$$

Let $i = (i_0, i_1, ..., i_{k-1})$ is arbitrary $k$-dimensional vector over $\text{GF}(2)$. Then each $k$-dimensional information vector $i$ can be encoded in $B$ by the formulas

$$c(x) = i(x) \cdot g(x).$$

Let instead of the data word $i$ is transferred the polynomial $c(x)$ , i.e. its coefficients, on a connection channel and on the other end of the connection channel polynomial

$$\nu(x) = \nu_{n-k}x^{n-k} + ... + \nu_1x + \nu_0$$ is received. This means that the received $n$-dimensional vector, which formed from the coefficients of the polynomial $\nu(x)$ . Let’s $e(x)$ is error polynomial, i.e.:

$$e(x) = \nu(x) + c(x).$$

Let’s $s(x)$ is syndrome polynomial, i.e.

$$s(x) = R_{g(x)} [\nu(x)].$$

It is clear that

$$s(x) = R_{g(x)} [\nu(x)] =$$

$$= R_{g(x)} [c(x) + e(x)] = R_{g(x)} [e(x)].\quad (2)$$

Let’s

$$e(x) = e_{n-k}x^{n-k} + ... + e_1x + e_0,$$

$$s(x) = s_{n-k-1}x^{n-k-1} + ... + s_1x + s_0.$$ The problem of decoding the received polynomial $\nu(x)$ consist in finding in it those positions, which are happened mistakes in them, their correction and calculation of data polynomial.

II. THE DESCRIPTION OF ENCODING OF DATA WORDS

When encoding of data words the encoder works $n$ cycles. In the initial $k$ cycles are moves to the input sequence $i_0, i_1, ..., i_{k-1}$, and in the subsequent cycles $n - k - 1$ are moves to the input zero. The output of the encoder must be obtained from the coefficients of the polynomial code sequence $c_0, c_1, ..., c_{n-1}$ . The works of encoder can be represented by the following sequential machine (SM) [1], described by the following equation:
The coefficients of the polynomial \( U(x) \) are moves to inputs of the decoder. In the decoder polynomial \( U(x) \) is divided by a generator polynomial \( g(x) \), the obtained remainder accepts as syndrome polynomial. For calculation of a syndrome polynomial, can be use a binary SM [3], described by the following equation:

\[
\begin{align*}
    &\left\{ \begin{array}{l}
    z_0 = 0, \quad \alpha = 0,1,\ldots, n - 1, \\
    z_{n-\alpha-\beta} = z_{n-\alpha-\beta}[\beta - 1] + z_{n-\beta}[\beta - 1] g_{n-k-\alpha}, GF(2), \\
    \alpha = 1,\ldots, n - k,
    \end{array} \right.
\end{align*}
\]

(3)

The decoder, after calculation of a syndrome polynomial scheme (3), (4) should verifying: there were mistakes (error) or not.

1. If \( s(x) = 0 \), then errors no occurred. If \( s(x) \neq 0 \), then errors occurred. In this case, the decoder should be correct the errors. If the polynomial \( s(x) \) is a basic syndrome polynomial, then accepts \( \nu = 0 \) and \( s^b(x) = s(x) \), i.e.

\[
s^b = s_a, \quad \alpha = 0,1,\ldots, n - k - 1.\]

2. In the case, where the polynomial \( s(x) \) is not a basic syndrome polynomial, then find of the corresponding to basic syndrome polynomial \( s(x) \) it is necessary to shift to the right until the leading coefficient does not become unit. This amount of shift can be define on the base of the following recurrent formula:

\[
\begin{align*}
    &\left\{ \begin{array}{l}
    \nu = 0, \quad p = 1; \\
    p := p(s_{n-k-\gamma-1} + 1), GF(2), \\
    \nu = \nu + p, \quad i = 1,2,\ldots, n - k - 1.
    \end{array} \right.
\end{align*}
\]

(5)

At calculation of the formula (5) values of \( \nu \) is the necessary number of shift of a polynomial \( s(x) \). Using the syndrome polynomial \( s(x) \) and the value \( \nu \) found by the scheme (5) we can find the coefficients of the basis syndrome polynomial \( s^b(x) \), to which relating the \( s(x) \), following recurrent formula:

\[
\begin{align*}
    &\left\{ \begin{array}{l}
    s^b_{n-k-\gamma} = s_{n-k-\gamma-\nu}, \quad \gamma = 0,1,\ldots, n-k-1-\nu; \\
    s^b_{n-1} = 0, \quad \nu = 1,\ldots, \nu.
    \end{array} \right.
\end{align*}
\]
Let the number of all polynomials basic syndrome equally to M. Let the coefficients of the \( \beta \)-th basic syndrome polynomial are
\[
S^{(\beta)}_a, \quad \alpha = 0,1,...,n-k-1.
\]
Let’s the coefficients of the error polynomial corresponding to the \( \beta \)-th basic syndrome polynomial are
\[
e^{(\beta)}_a, \quad \alpha = 0,1,...,n-1.
\]
On of coefficients of the basis syndrome polynomial \( s^b(x) \) from the table, can be find the number of the error polynomial. This can be accomplished by the following recurrent formula:
\[
\begin{cases}
  j = 1, \ p = 1; \\
  P_\beta = \prod_{a=0}^{n-k-1} (s^b_a + S^{(\beta)}_a + 1), GF(2), \beta = 1,\ldots,M; \\
  p := p(P_\beta + 1), GF(2), \\
  j := j + p, \quad \beta = 1,\ldots,M.
\end{cases}
\]
(6)

After completing the calculations in (6) value \( j \) is the number of basic syndrome polynomial of the in the table, that matches \( s^b(x) \). Thus, the corresponding polynomial error will be the
\[
e^{(j)}(x) = e^{(j)}_{n-1}x^{n-1} + \ldots + e^{(j)}_1x + e^{(j)}_0.
\]
In the case \( \nu = 0 \) we accept
\[
e_a = e^{(j)}_a, \quad \alpha = 0,1,...,n-1.
\]
In the case \( \nu \geq 1 \) for find the error polynomial \( e(x) \), corresponding to the polynomial \( s(x) \), it is possible to use following equality
\[
e^{(j)}(x) = x^{\nu}e(x)(\mod x^n + 1).
\]
Therefore, from the last equality, we receive:
\[
\begin{align*}
  &e_\alpha = e^{(j)}_{\nu+\alpha}, \quad \alpha = 0,1,...,n-1-
u; \\
  &e^{(\nu+\alpha)}_{n-\nu} = e^{(j)}_\alpha, \quad \alpha = 0,1,...,\nu-1.
\end{align*}
\]
After finding the polynomial errors \( e(x) \) can be corrected polynomial \( \nu(x) \) on the base following formula:
\[
\nu_\alpha := \nu_\alpha + e_\alpha, \quad \alpha = 0,1,...,n-1, \quad GF(2).
\]
Further, for finding the data polynomial \( i(x) \) necessary to divide a corrected received polynomial \( \nu(x) \) by a polynomial \( g(x) \). For the implementation of the process of division can use a binary SM, described by the following equation:
\[
\begin{align*}
  &y_{\alpha}[0] = \nu_\alpha, \quad \alpha = 0,1,...,n-1, \\
  &y_{n-k-\alpha}[\beta] = y_{n-k-\alpha}[\beta - 1] + y_{n-\beta}[\beta - 1]g_{n-k-\alpha}, GF(2), \\
  &\alpha = 1,\ldots,n-k, \\
  &y_{n-k-\alpha}[\beta] = y_{n-k-\alpha}[\beta - 1], \\
  &\alpha = n-k+1,\ldots,n-\beta, \\
  &i_{k-\beta}[\beta] = y_{n-\beta}[\beta - 1], \quad \beta = 1,2,\ldots,k.
\end{align*}
\]

IV. Conclusion
Thus, the formulas are accepts for the encoding data words and description of detecting and correcting errors in the received code words in the class of the SM. The process of encoding and decoding can be realized by software or a circuit.
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